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Abstract-Large scale databases with high dimensional datasets can be mined and used for making decisions 

which may be unknown information but effective and will be used in the related fields like bio-informatics, 

medical, business, etc. Clustering is an unsupervised method that creates group of objects or clusters such 

that objects in the same group are very similar and objects in different group are very distinct. It allows users 

to analyze data from many different dimensions and categorize it, and summarize the relationships. 

Technically, binary small world optimization algorithm (BSWOA) is newly implied technique. In this paper, 

we review and compare these clustering algorithms to identify their efficiency and differences among them. 
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I. INTRODUCTION 
This paper Survey the publications with related to clustering related releases in this last 5 to 10 years. Clustering 

techniques used for knowledge discovery, understand the types of datasets and patterns. Cluster analysis is not only 

a specific algorithm, it is a general task and it can be achieved by various algorithms that they differ significantly 

what constitutes a cluster and how to efficiently find them [1]. Clustering methodology use some predefined criteria 

and find small distances among the cluster members, intervals or some statistical distributions.  

Clustering can be a multi-objective optimization problem when used to denote the process of extracting 

appropriate knowledge from large data sets.  

II. Existing Data Clustering Methods 
A. K-means clustering 

Clustering is the study of techniques for automatically finding classes without any prior knowledge. An 

effective Clustering algorithm may be any one of the following usually for forming the clusters. Prototype based 

partitioning method for clustering is K-means algorithm for low dimension category datasets. A set of n objects O = 

{ o1, o2 … on} in a D dimensional metric space to be clustered into k number of  sought clusters. In the initial step 

the cluster represented by C= (c1,c2,…ck). In second step the algorithm randomly select k objects, in that each of 

them represents a cluster center or mean [2].  

 
 (a)                                                               (b) 

Figure 1. Dead point problem (k-means) 

New centroid of a group calculated by averaging the positions of the each point and each moving dimension 

position of each centroid. Random initialization of initial center leads to dead point problem in k-means algorithm. 

Initial centroids selection by systematic selection approach (ICSS) is used to solve the dead point problem [3].  
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In the Figure 1(b) the mean of each cluster is marked by “+”. K-means algorithm is sensitive to outliers because 

an object with an extremely large value may substantially distort the distribution of data [14]. In the Figure.1(b) the 

mean of each cluster is marked by “+”. K-means algorithm is sensitive to outliers because an object with an 

extremely large value may substantially distort the distribution of data [14].   

 

B. Fuzzy K-means and c-means clustering 

In [6] Fuzzy clustering methods allowing the objects placed in one cluster can be gradual members of two or 

more clusters or classes. In[5] it consists a set X with n objects along with described by m attributes as  well as set C 

with k classes , C={c1,c2,…,ck.} is the special key feature of c-means algorithm for each single object x in X. 

 

C. K- Mediods clustering  

Instead of taking mean value for cluster centroids as a reference point of the clusters, we can select one 

representative object per cluster. K-Mediods method is then performed based on the principle of minimizing the sum 

of the dissimilarities between objects and representative point of the class. The absolute-error criterion is defined as 

𝐸 = ∑  ∑ | 𝑝 =  𝑂𝑗𝑝=𝐶𝑗

𝑘
𝐽=1 |                (1) 

E is the sum of the absolute error for all objects in the dataset. p is the point in space representing a given object in 

cluster Cj and oj is the representative object of cj. 

 

D. Weighted fuzzy ant colony clustering 

In[10] Distance With Connectivity model(DWC) estimates the distance between transactions with the local 

consistency and global connectivity information.(ACO)ant colony optimization is used for the data clustering 

process. Combined model of ACO and DWC is to find spherical shaped cluster. The main purpose of the Ant 

Colony Clustering algorithm with fuzzy are  

i) Un-even data distribution handling 

ii) Accurate distance measure 

iii) Cluster accuracy 

 

E. Fuzzy tabu search method 

This method is a metaheuristic global optimization method in which the large combinatorial optimization tasks 

were performed. Tabu search problem solving depends on the given parameters are tabu list size and the selection of 

trial solutions. This method also may require iterative procedures for improving the efficiency, speed, accuracy. 

MEP (Maximum Entropy Principle framework) used for dynamic setting and minimizing. 

 

III. PROPOSED BSWOA APPROACH FOR THE CLUSTERING PROBLEM 
BSWOA is newly implied technique to simulate the small world phenomenon and originated by “The research 

on tracking the shortest path in American social networks” by Stanley Milligram, a social-psychologist [14].  

 
A. Approach mechanism 

This algorithm works by the two types of operator: Local searching operator Ѱ, random Long-range searching 

operator Ґ. The BSWOA method divides the given dataset into k number of classes. In [12] assumed that 

X={X1,X2,…,Xn-1,Xn}is a dataset that contains n objects, Xij represent the jth attribute of the object Xi(i=1,2,…,n 

j=1,2,…,d). In Figure 2, the integer string a 1, a 2, … an on behalf of every clustering encoded in to binary string b1, b2,… 

b n-1,  b n  as a node in the solution space of BSWOA clustering algorithm [1]. 

B. Fitness function 

       The fitness function is the indicator of individual performance, for an essential survival of the fittest in 

BSWOA iteration. The same as is known, the objective of clustering is to make the distance between objects as 

undersized as possible, which is too better; In addition makes the distance between different clusters as large as 

possible. We could redefine the new fitness function as follow 

Designate Gk as the kth cluster, Zk is the number of objects of cluster Gk. Finally the cluster center of the cluster 

Gk is specified, Ck = (Ck1,Ck2,… ,Ckd) must be obtained through the subsequent rule: 





Kn GX k

n
k Z

X
C                            (2) 
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Figure 2: BSWOA binary conversion 

 
Then the with-in cluster variation (WCV) of the kth cluster might be calculated by the subsequent rule: 

 
 


kn GX

d

i

kini CXkWCV
1

2)()(               (3) 

 
C. Description of the algorithm 

      BSWOA to clustering problem firstly define the coding rules of clustering partition, after that randomly 

initialize the solution population, refresh solution population by means of integration and do not end until 

discovering the optimum solution or summit the termination state. The BSWOA algorithm works as follow 
 
Step1: Construct initial node set S (0), subsequently distribute the given data objects into k clusters. 

Step2: Calculate the fitness value of every node in node set S (0) subsequent to modification to get the optimal node 

S*(0). 

Step3: Perform small world searching iteration until end criterion has been fulfilled. 

Step 4: Initial stage iterations t=0. 

Step 5: Initial parameter value i=0. 

Step 6: Perform small world searching of the node set S(t). 

Step 7: t=t+1. 

Step 8: If t > t max, end procedure. 

 

IV. PERFORMANCE ANALYSIS 
    In [4] the issues of numerous local minima, quantifying coverage cost and cluster resolution, spatio-temporal 

smoothening, achieving trade-offs between computational cost and resolution. DME, the general framework to 

identify and track cluster of moving objects successively. Since it require multiple iteration at each time step. 

X = { X 1, X 2, X3 … , X n-1 , X n } 
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k-1 
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                                         a i є { 1 , 2 ,  3, …  k } 
~

S  = { a 1, a 2, a 3, … a n-1, a n } 

 

                            Binary conversion 

 

S = {b 1, b 2, b 3, … b n-1, b n } 

 

      

 

                                                                      BSWOA 
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Figure 3. Clustering procedure with a feedback path 

 

V. DYNAMIC CLUSTERING PROBLEMS 
A. Monitoring Cluster Centers 

       Clustering-monitoring based on the following decision choices: 

(i) Decision to split: 

A decision split can be taken when the parameter β satisfies the condition β-1=2 λ max=(cx (tc)|yj (tc) ). 

(ii) Decision to track cluster centers with or without increasing resolution: 

At time t if yi, ≤ j≤ M are at the cluster centers and the parameter β does not satisfy the splitting condition, 

then to improve coverage-resolution by increasing cooling rates eventually leading to the splitting condition being 

satisfied with higher resolution [4]. 

 

VI. EVALUATION OF CLUSTERING ALGORITHMS 
The main criterion of clustering quality that is the purity and percentage of incorrectly clustered objects [13]. 

The results of the experiments are mentioned in Figures 4 and 5. 

 

 
 

Figure 4. Evaluation of clustering algorithms on mini-newsgroup datasets with misclustering % 
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Figure 5. Evaluation of clustering algorithms on mini-newsgroup datasets with purity 

 

VII. CONCLUSION AND FUTURE WORK 
In this paper, BSWOA algorithm is compared with various clustering algorithms especially with k-means, 

Genetic k-means to identify BSWOA’s purity and low misclustering %. These algorithms have been implemented in 

MATLAB R 8A. All experiments with BSWOA, K-means and GKA were run in Windows 7 on laptop computer 

with Intel(R) Core(TM) i3, 2.27 GHz processors and 2GB RAM. The simplicity of clustering algorithms makes it 

the choice for many clustering tasks. The experimental results illustrate the advantages of the proposed BSWOA 

method which are (1) Purity (2) Fast convergence (3) Fast execution and (4) low misclustering percentage. This 

proposed BSWOA method needs to be improved to perform with less iteration that will be a next task in future. 
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